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Announcements

1. HW3 grades coming soon!

2. New office hours/weekly review: Thursdays @ 6 – 8pm, Angell Hall…
• Why should you attend?

• More details at the end of discussion

3. Course feedback via teaching evaluations
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Outline

1. Review some key concepts 
• OLS assumptions and main results

• Omitted variable bias (OVB) formula

2. Review instrumental variables (IV)
• Examples of instruments + method of moments (MM) estimator consistency proof

• In practice: when doing IV is worse than just doing OLS

3. Special Panel Data method: Differences-in-differences (DD)
• Basic intuition and assumptions
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Usual Assumptions
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• MLR1 (linear outcome model) 𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 +⋯+ 𝛽𝑘𝑋𝑖𝑘 + 𝑈𝑖

• MLR2 (random sampling) {𝑌𝑖 , 𝑋𝑖1, … , 𝑋𝑖𝑘}𝑖=1
𝑁 is random draw

• MLR3 (no collinearity) no 𝑋𝑖𝑗 linear function of any other 𝑋𝑖𝑙

• MLR4 (independence) 𝐸 𝑈𝑖 𝑋𝑖1, … , 𝑋𝑖𝑘 = 0

• MLR5 (homoskedasticity) Var 𝑈𝑖 𝑋𝑖1, … , 𝑋𝑖𝑘 = 𝜎2

• MLR6 (normality) 𝑈𝑖~𝑁(0, 𝜎
2)

⇒ 𝑌𝑖~𝑁(𝛽0 + 𝛽1𝑋𝑖1 +⋯+ 𝛽𝑘𝑋𝑖𝑘 , 𝜎
2)



Ordinary Least Squares (OLS) Estimator + Results

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 +⋯+ 𝛽𝑘𝑋𝑖𝑘 + 𝑈𝑖

min
{𝛽0,𝛽1,…,𝛽𝑘}

1

𝑁
σ𝑖=1
𝑁 𝑌𝑖 − 𝛽0 − 𝛽1𝑋𝑖1 −⋯− 𝛽𝑘𝑋𝑖𝑘

2 ⇒ መ𝛽𝑗
𝑂𝐿𝑆

• T1 (unbiased) MLR1+2+3+4 ⇒ 𝐸 ෡𝛽𝑗
𝑂𝐿𝑆

= 𝛽𝑗 ∀𝑗 = {0,1, … , 𝑘}

• T2 (efficient)  MLR1+2+3+4+5 ⇒ 𝐸 ෡𝛽𝑗
𝑂𝐿𝑆

= 𝛽𝑗 ∀𝑗 = {0,1, … , 𝑘}

(Gauss-Markov) Var ෡𝛽𝑗
𝑂𝐿𝑆

≤ Var ෡𝛽𝑗
other linear
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Ordinary Least Squares (OLS) Estimator + Results

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 +⋯+ 𝛽𝑘𝑋𝑖𝑘 + 𝑈𝑖

min
{𝛽0,𝛽1,…,𝛽𝑘}

1

𝑁
σ𝑖=1
𝑁 𝑌𝑖 − 𝛽0 − 𝛽1𝑋𝑖1 −⋯− 𝛽𝑘𝑋𝑖𝑘

2 ⇒ መ𝛽𝑗
𝑂𝐿𝑆

• T3 (efficient)  MLR1+2+3+4+5+6 ⇒ ෡𝛽𝑗
𝑂𝐿𝑆

~𝑁 𝛽𝑗 , Var 𝛽𝑗 ∀𝑗 = {0,1, … , 𝑘}

(Classical)
෢𝛽𝑗

𝑂𝐿𝑆
−𝛽𝑗

sd[𝛽𝑗]
~ 𝑁 0,1

෢𝛽𝑗
𝑂𝐿𝑆

−𝛽𝑗

se[𝛽𝑗]
~ 𝑡(𝑁 − 𝑘 − 1)
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Omitted variable bias (OVB)
“True” model log 𝑌𝑖 = 𝛼 + 𝛽 ⋅ 𝑆𝑖 + 𝛿𝑋→𝑌 ⋅ 𝑋𝑖 + 𝑈𝑖 Cov 𝑆𝑖 , 𝑈𝑖 = 0

Our model log 𝑌𝑖 = 𝑎 + 𝑏 ⋅ 𝑆𝑖 + 𝐸𝑖
Auxiliary model 𝑋𝑖 = 𝑐 + 𝛾𝑆→𝑋 ⋅ 𝑆𝑖 + 𝜂𝑖

In week 5 we proved that naively assuming Cov 𝑆𝑖 , 𝐸𝑖 = 0 in our model implies

𝑏 =
Cov(𝑆𝑖 , log 𝑌𝑖)

Var 𝑆𝑖

= 𝛽 + 𝛾𝑆→𝑋 ⋅ 𝛿𝑋→𝑌

= causal effect + (var in 𝑆 related to 𝑋) ⋅ (var in 𝑋 related to 𝑌)
14



What if Cov 𝑆𝑖 , 𝑈𝑖 = 0 is also suspect? 
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1. Despair ⇒ intellectual nihilism, true reality hidden to little humans in the world

2. One answer ⇒ sensitivity analysis + new tools in Cinelli and Hazlett (2020)

3. Traditional approaches ⇒ find an instrumental variable 𝑍𝑖 which 
generates some exogenous variation in the 
treatment 𝑆𝑖 but does not affect log 𝑌𝑖 directly (IV)

find some exogenous policy which affects some 
units but not others once implemented (DD)



Outline

1. Review some key concepts 
• OLS assumptions and main results

• Omitted variable bias (OVB) formula

2. Review instrumental variables (IV)
• Examples of instruments + method of moments (MM) estimator consistency proof

• In practice: when doing IV is worse than just doing OLS

3. Special Panel Data method: Differences-in-differences (DD)
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Instrumental variable (IV) 𝑍𝑖 decompose 𝑆𝑖 into 𝑆𝑖
X and 𝑆𝑖

N

• A valid instrument satisfies
1. Relevance Cov 𝑍𝑖 , 𝑆𝑖 ≠ 0

2. Exogeneity Cov 𝑍𝑖 , 𝑈𝑖 = 0

3. Exclusion no direct effect of 𝑍𝑖 on outcome 𝑌𝑖
⇔ instrument 𝑍𝑖 does not appear in model of 𝑌𝑖

• First stage generates predicted values for the treatment መ𝑆𝑖 ≔ ො𝜋0 + ො𝜋1𝑍𝑖

• Under IV exogeneity, this is equivalent to exogenous variation 𝑆𝑖
X

• We can then estimate returns 𝛽 from model log 𝑌𝑖 = 𝛼 + 𝛽 ⋅ መ𝑆𝑖 + 𝑈𝑖
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Examples of instruments 𝑍𝑖 for 𝑆𝑖
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1. Distance to college when 16 years old

2. Month of birth interacted with compulsory school attendance laws

3. Natural disasters preventing some people from going to school

4. Number of siblings

5. Opportunities to emigrate (Haxhiu, 2022)



Can we compare OLS and IV?

• The instrument you choose implicitly defines a “complier” group = the people 
moved to change the value of their treatment by the IV

• The estimator relies only on these people to construct an estimate of the 𝛽

• Different IVs often lead to different estimates of 𝛽 if the sub-populations they 
induce into changing their value of 𝑆𝑖 are somehow different

• Contrast with OLS, which relies on everyone to construct an estimate of 𝛽

• Therefore, we say OLS (= simple comparison) identifies the ATE

• The estimator under IV identifies a local average treatment effect (LATE)
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Derive MM estimator under IV assumptions
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Start w/ IV exogeneity Cov 𝑍𝑖 , 𝑈𝑖 = 0 + substitute Mincer (1974) earnings model

Cov 𝑍𝑖 , log 𝑌𝑖 − 𝛼 − 𝛽 ⋅ 𝑆𝑖 = 0
Cov 𝑍𝑖 , log 𝑌𝑖 − Cov 𝑍𝑖 , 𝛼 − 𝛽 ⋅ Cov 𝑍𝑖 , 𝑆𝑖 = 0

Cov 𝑍𝑖 , log 𝑌𝑖 = 𝛽 ⋅ Cov 𝑍𝑖 , 𝑆𝑖

𝛽 =
Cov 𝑍𝑖 , log 𝑌𝑖
Cov 𝑍𝑖 , 𝑆𝑖

⇒ መ𝛽𝑀𝑀 =
෢Cov 𝑍𝑖 , log 𝑌𝑖
෢Cov 𝑍𝑖 , 𝑆𝑖

≔
σ𝑖=1
𝑁 𝑍𝑖 − 𝑍 log 𝑌𝑖 − log 𝑌

σ𝑖=1
𝑁 𝑍𝑖 − 𝑍 𝑆𝑖 − 𝑆



Consistency of MM estimator under IV assumptions
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• Start from definition of estimator, and compute the probability limit

መ𝛽𝑀𝑀 =
෢Cov 𝑍𝑖 , log 𝑌𝑖
෢Cov 𝑍𝑖 , 𝑆𝑖

plim
𝑁→∞

መ𝛽𝑀𝑀 = plim
𝑁→∞

෢Cov 𝑍𝑖 , log 𝑌𝑖
෢Cov 𝑍𝑖 , 𝑆𝑖

=

plim
𝑁→∞

෢Cov 𝑍𝑖 , log 𝑌𝑖

plim
𝑁→∞

෢Cov 𝑍𝑖 , 𝑆𝑖

=
Cov 𝑍𝑖 , log 𝑌𝑖
Cov 𝑍𝑖 , 𝑆𝑖

=
Cov 𝑍𝑖 , 𝛼 + 𝛽 ⋅ 𝑆𝑖 + 𝑈𝑖

Cov 𝑍𝑖 , 𝑆𝑖

=
Cov 𝑍𝑖 , 𝛼) + 𝛽 ⋅ Cov(𝑍𝑖 , 𝑆𝑖) + Cov(𝑍𝑖 , 𝑈𝑖

Cov 𝑍𝑖 , 𝑆𝑖
= 𝛽 +

Cov(𝑍𝑖 , 𝑈𝑖)

Cov 𝑍𝑖 , 𝑆𝑖



Doing IV can be worse than OLS
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• The OVB formula for OLS implies 
that it converges to

plim
𝑁→∞

መ𝛽𝑂𝐿𝑆 = 𝛽 +
Cov 𝑆𝑖 , 𝑈𝑖
Var 𝑆𝑖

• We have just shown that the MM 
estimator converges to

plim
𝑁→∞

መ𝛽𝑀𝑀 = 𝛽 +
Cov(𝑍𝑖 , 𝑈𝑖)

Cov 𝑍𝑖 , 𝑆𝑖

• What if Cov 𝑆𝑖 , 𝑈𝑖 = 0 or Cov 𝑍𝑖 , 𝑈𝑖 = 0 are not exactly = 0?

• Not clear which is more likely to hold without more context, but...

• If Cov 𝑍𝑖 , 𝑆𝑖 ≈ 0 (weak instrument), then even minor violations of IV exogeneity 
lead to large asymptotic bias: aka inconsistency!



Some other practical matters

• We can always write estimator መ𝛽𝑀𝑀 under IV assumptions as the
1. ratio of two OLS estimators (reduced form ÷ first stage)

2. OLS coefficient in regression of outcome on “predicted” treatment

• We can include more than one instrument in the first stage predicting 
the endogenous variable, and then use any of the estimators above

• Generically called Two-Stage Least Squares (TSLS) estimator

• Potential costs, in addition to benefits, of having more IVs
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Pooled cross-section + Panel data

• New sample from the population of interest over time means we have a 
pooled cross-section dataset (when new units are sampled each period) 
and a panel dataset (when we track the same units)

• Two dimensions (units 𝑖 and time periods 𝑡) to consider our research 
question relating  outcome 𝑌𝑖𝑡 to treatment 𝑋𝑖𝑡

• Random Effects: OLS on 𝑌𝑖𝑡 = 𝜃𝑡 + 𝛽 ⋅ 𝑋𝑖𝑡 + 𝑈𝑖𝑡 with dummy variables for 
time periods (interacting with treatment to assess structural change) 

• Fixed Effects: OLS on 𝑌𝑖𝑡 = 𝛼𝑖 + 𝜃𝑡 + 𝛽 ⋅ 𝑋𝑖𝑡 + 𝑈𝑖𝑡 with dummy variables 
for time periods and individual units (if we have a panel) or exogenously 
defined groups of units (if we have a pooled cross-section)
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Difference-in-differences = compare 𝑌 change of units 
exposed to some policy 𝑇 with 𝑌 change of unexposed
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2 periods (before/after) and 2 groups (treated/control)

𝑌𝑖𝑡 ≔ outcome of interest

𝑃𝑡 ≔ 1{𝑡 is after treatment occurs}

𝑇𝑖 ≔ 1{𝑖 is treated/exposed}

𝑌𝑖𝑡 = 𝛽0 + 𝛽1𝑃𝑡 + 𝛽2𝑇𝑖 + 𝛽3 𝑃𝑡 ⋅ 𝑇𝑖 + 𝑈𝑖

Before After After – Before

Control 𝛽0 𝛽0 + 𝛽1 𝛽1
Treated 𝛽0 + 𝛽2 𝛽0 + 𝛽1 + 𝛽2 + 𝛽3 𝛽1 + 𝛽3

Treat – Control 𝛽2 𝛽2 + 𝛽3 𝛽3



Parallel Trends Assumption = exposed units 𝑌 without 
policy 𝑇 would have changed like unexposed units 𝑌
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• PTA is an untestable assumption, just like OLS exogeneity or IV exogeneity

• However, if we have access to more data before policy, we can assess how likely it 
is to hold in practice… commonly known as “checking for pre-trends”

• One reason why people seem to like DD… visual check of identifying assumption!


