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Last discussion of the semester!

• Congratulations!

• Technically almost done…

• Still just the beginning

• Course evaluations
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Outline

1. Linear probability model (LPM) for discrete outcomes

2. Review HW3 solutions

3. Difference-in-differences in practice
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Continuous Outcomes 𝑌 ∈ ℝ

• Independence + continuous 𝑌 gives usual “slope interpretation”

𝑌 = 𝛽0 + 𝛽1𝑋 + 𝑈

𝐸 𝑌 𝑋 = 𝐸 𝛽0 + 𝛽1𝑋 + 𝑈 𝑋
= 𝛽0 + 𝛽1𝑋 + 𝐸[𝑈|𝑋]
= 𝛽0 + 𝛽1𝑋

⇒ 𝛽1 =
𝜕

𝜕𝑋
𝐸 𝑌 𝑋
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Binary Outcomes 𝑌 ∈ {0,1}

• Independence + binary 𝑌 gives “change in prob(Y=1)” interpretation

𝑌 = 𝛽0 + 𝛽1𝑋 + 𝑈

𝐸 𝑌 𝑋 = 𝑃 𝑌 = 1 𝑋 ⋅ 1 + 𝑃 𝑌 = 1 𝑋 ⋅ 0
= 𝑃 𝑌 = 1 𝑋

⇒ 𝛽1 =
𝜕

𝜕𝑋
𝑃 𝑌 = 1 𝑋
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Linear Probability Model (LPM)

• OLS estimates of linear model with binary outcome

• LPM is nice because…
1. Easy to estimate

2. Easy to interpret

• LPM is problematic since
1. Predicted values of outcome can be outside of [0,1] interval

2. Does not make sense for 𝑋 to change 𝑃[𝑌 = 1|𝑋] linearly
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Linear Probability Model (LPM)

• LPM is problematic because…
1. Predicted values of outcome can be outside of [0,1] interval

2. Does not make sense for 𝑋 to change 𝑃[𝑌 = 1|𝑋] linearly

3. Homoskedasticity is always violated

Var 𝑌 𝑋 = 𝐸 𝑌2 𝑋 − 𝐸 𝑌 𝑋 2

= 𝑃 𝑌 = 1 𝑋 ⋅ 12 + 𝑃 𝑌 = 0 𝑋 ⋅ 02 − 𝑃 𝑌 = 1 𝑋 2

= 𝑃 𝑌 = 1 𝑋 − 𝑃 𝑌 = 1 𝑋 2

= 𝑃 𝑌 = 1 𝑋 1 − 𝑃 𝑌 = 1 𝑋
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Alternative Estimators = assume 𝑈 distribution

• Probit = assume that 𝑈~𝑁(0,1)

𝑃 𝑌 = 1 𝑋 = Φ(𝛽0 + 𝛽1𝑋)

where Φ 𝑢 ≔ 𝑃 𝑈 ≤ 𝑢 = 𝐹𝑈(𝑢) denotes the standard normal CDF

• Logit = assume that 𝑈 follows logistic distribution with PDF

𝑓𝑈 𝑢 =
1

1 + 𝑒−𝑢
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Review HW3 solutions
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Outline

1. Linear probability model (LPM) for discrete outcomes

2. Review HW3 solutions

3. Difference-in-differences in practice
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Difference-in-differences = compare 𝑌 change of units 
exposed to some policy 𝑇 with 𝑌 change of unexposed
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2 periods (before/after) and 2 groups (treated/control)

𝑌𝑖𝑡 ≔ outcome of interest

𝑃𝑡 ≔ 1{𝑡 is after treatment occurs}

𝑇𝑖 ≔ 1{𝑖 is treated/exposed}

𝑌𝑖𝑡 = 𝛽0 + 𝛽1𝑃𝑡 + 𝛽2𝑇𝑖 + 𝛽3 𝑃𝑡 ⋅ 𝑇𝑖 + 𝑈𝑖

Before After After – Before

Control 𝛽0 𝛽0 + 𝛽1 𝛽1
Treated 𝛽0 + 𝛽2 𝛽0 + 𝛽1 + 𝛽2 + 𝛽3 𝛽1 + 𝛽3

Treat – Control 𝛽2 𝛽2 + 𝛽3 𝛽3



Parallel Trends Assumption = exposed units 𝑌 without 
policy 𝑇 would have changed like unexposed units 𝑌
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• PTA is an untestable assumption, just like OLS exogeneity or IV exogeneity

• However, if we have access to more data before policy, we can assess how likely it 
is to hold in practice… commonly known as “checking for pre-trends”

• One reason why people seem to like DD… visual check of identifying assumption!
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In Stata!
Code from Hans Henrik Sivertsen
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In Stata!
Code from Hans Henrik Sivertsen
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