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Just kidding of course! :)



Outline

1. Review: HW4 solutions

2. Review: Final exam questions

3. Review: OLS, IV, DID, LPM

4. Recommendations for further reading
• Directed Acyclic Graphs (DAGs) for intuition and identification

• Bayesian methods in econometrics

• James-Stein Paradox and shrinkage estimators
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Review HW4 solutions
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Review for Final Exam

• HW3 solutions

• Midterm solutions

• HW2 solutions

• HW1 solutions

• Discussion notes solutions

• Lecture notes solutions
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Review

1. OLS assumptions and theorems

2. IV assumptions and results

3. DID assumptions and results

4. LPM intuition and results
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OLS min
{𝛽0,𝛽1,…,𝛽𝑘}

1

𝑁
σ𝑖=1
𝑁 𝑌𝑖 − 𝛽0 − 𝛽1𝑋𝑖1 −⋯− 𝛽𝑘𝑋𝑖𝑘

2 ⇒ መ𝛽𝑗
𝑂𝐿𝑆

• MLR1 (linear outcome model) 𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 +⋯+ 𝛽𝑘𝑋𝑖𝑘 + 𝑈𝑖
• MLR2 (random sampling) {𝑌𝑖 , 𝑋𝑖1, … , 𝑋𝑖𝑘}𝑖=1

𝑁 is random draw

• MLR3 (no collinearity) no 𝑋𝑖𝑗 linear function of any other 𝑋𝑖𝑙
• MLR4 (independence) 𝐸 𝑈𝑖 𝑋𝑖1, … , 𝑋𝑖𝑘 = 0

• MLR5 (homoskedasticity) Var 𝑈𝑖 𝑋𝑖1, … , 𝑋𝑖𝑘 = 𝜎2

• MLR6 (normality) 𝑈𝑖~𝑁(0, 𝜎
2)

• T1 (unbiased) MLR1+2+3+4 ⇒ 𝐸 𝛽𝑗
𝑂𝐿𝑆

= 𝛽𝑗 ∀𝑗 = {0,1, … , 𝑘}

• T2 (efficient-GM)  MLR1+2+3+4+5 ⇒ 𝐸 𝛽𝑗
𝑂𝐿𝑆

= 𝛽𝑗 ∀𝑗

Var 𝛽𝑗
𝑂𝐿𝑆

≤ Var 𝛽𝑗
other linear

• T3 (efficient-CL)  MLR1+2+3+4+5+6 ⇒ 𝛽𝑗
𝑂𝐿𝑆

~𝑁 𝛽𝑗 , Var 𝛽𝑗 ∀𝑗 7



Linear Probability Model (LPM)     𝑌 = 𝛽0 + 𝛽1𝑋 + 𝑈

Binary Outcome 𝑌 ∈ {0,1}

• Independence + binary 𝑌 gives “change in prob(Y=1)” interpretation (pp!)

𝐸 𝑌 𝑋 = 𝑃 𝑌 = 1 𝑋 ⋅ 1 + 𝑃 𝑌 = 1 𝑋 ⋅ 0 = 𝑃 𝑌 = 1 𝑋

⇒ 𝛽1 =
𝜕

𝜕𝑋
𝑃 𝑌 = 1 𝑋

• LPM is nice because…
1. Easy to estimate

2. Easy to interpret

• LPM is problematic because…
1. Predicted values of outcome can be outside of [0,1] interval

2. Does not make sense for 𝑋 to change 𝑃[𝑌 = 1|𝑋] linearly

3. Homoskedasticity is always violated: Var 𝑌 𝑋 = 𝑃 𝑌 = 1 𝑋 1 − 𝑃 𝑌 = 1 𝑋
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Omitted variable bias (OVB)

“True” model log 𝑌𝑖 = 𝛼 + 𝛽 ⋅ 𝑆𝑖 + 𝛿𝑋→𝑌 ⋅ 𝑋𝑖 + 𝑈𝑖 Cov 𝑆𝑖 , 𝑈𝑖 = 0

Our model log 𝑌𝑖 = 𝑎 + 𝑏 ⋅ 𝑆𝑖 + 𝐸𝑖
Auxiliary model 𝑋𝑖 = 𝑐 + 𝛾𝑆→𝑋 ⋅ 𝑆𝑖 + 𝜂𝑖

Naively assuming Cov 𝑆𝑖 , 𝐸𝑖 = 0 in our model implies

𝑏 =
Cov(𝑆𝑖 , log 𝑌𝑖)

Var 𝑆𝑖

= 𝛽 + 𝛾𝑆→𝑋 ⋅ 𝛿𝑋→𝑌

= causal effect + (var in 𝑆 related to 𝑋) ⋅ (var in 𝑋 related to 𝑌)
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Mincer (1974) model of earnings log 𝑌𝑖 = 𝛼 + 𝛽 ⋅ 𝑆𝑖 + 𝑈𝑖

Instrumental variable (IV) 𝑍𝑖 decomposes 𝑆𝑖 into 𝑆𝑖
X and 𝑆𝑖

N

• First stage generates predicted values for treatment መ𝑆𝑖 ≔ ො𝜋0 + ො𝜋1𝑍𝑖

• We estimate returns 𝛽 from model log 𝑌𝑖 = 𝛼 + 𝛽 ⋅ መ𝑆𝑖 + 𝑈𝑖

• A valid instrument satisfies
1. Relevance Cov 𝑍𝑖 , 𝑆𝑖 ≠ 0

2. Exogeneity Cov 𝑍𝑖 , 𝑈𝑖 = 0

3. Exclusion no direct effect of 𝑍𝑖 on 𝑌𝑖
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Doing IV can be worse than OLS
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• The OVB formula for OLS implies 
that it converges to

plim
𝑁→∞

መ𝛽𝑂𝐿𝑆 = 𝛽 +
Cov 𝑆𝑖 , 𝑈𝑖
Var 𝑆𝑖

• We have just shown that the MM 
estimator converges to

plim
𝑁→∞

መ𝛽𝑀𝑀 = 𝛽 +
Cov(𝑍𝑖 , 𝑈𝑖)

Cov 𝑍𝑖 , 𝑆𝑖

• What if Cov 𝑆𝑖 , 𝑈𝑖 = 0 or Cov 𝑍𝑖 , 𝑈𝑖 = 0 are not exactly = 0?

• Not clear which is more likely to hold without more context, but...

• Cov 𝑍𝑖 , 𝑆𝑖 ≈ 0 (weak IV) ⇒ minor violations of IV exogeneity lead to large bias!



Difference-in-differences = compare 𝑌 change of units 
exposed to some policy 𝑇 with 𝑌 change of unexposed
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2 periods (before/after) and 2 groups (treated/control)

𝑌𝑖𝑡 ≔ outcome of interest

𝑃𝑡 ≔ 1{𝑡 is after treatment occurs}

𝑇𝑖 ≔ 1{𝑖 is treated/exposed}

𝑌𝑖𝑡 = 𝛽0 + 𝛽1𝑃𝑡 + 𝛽2𝑇𝑖 + 𝛽3 𝑃𝑡 ⋅ 𝑇𝑖 + 𝑈𝑖

Before After After – Before

Control 𝛽0 𝛽0 + 𝛽1 𝛽1
Treated 𝛽0 + 𝛽2 𝛽0 + 𝛽1 + 𝛽2 + 𝛽3 𝛽1 + 𝛽3

Treat – Control 𝛽2 𝛽2 + 𝛽3 𝛽3



Parallel Trends Assumption = exposed units 𝑌 without 
policy 𝑇 would have changed like unexposed units 𝑌
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• PTA is an untestable assumption, just like OLS exogeneity or IV exogeneity

• However, if we have access to more data before policy, we can assess how likely it 
is to hold in practice… commonly known as “checking for pre-trends”

• One reason why people seem to like DD… visual check of identifying assumption!



Outline

1. Review: HW4 solutions

2. Review: Final exam questions

3. Review: OLS, IV, DID, LPM

4. Recommendations for further reading
• Directed Acyclic Graphs (DAGs) for intuition and identification

• Bayesian methods in econometrics

• James-Stein Paradox and shrinkage estimators
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Example: Mincer (1974) model
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Bayesian (vs frequentist) statistics
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James-Stein (1961) estimator (and paradox)
Warm up = prove that sample mean is OLS when model has no covariates



James-Stein (1961) estimator (and paradox)
https://www.youtube.com/watch?v=cUqoHQDinCM
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https://www.youtube.com/watch?v=cUqoHQDinCM


Thank you for a fun semester! I learned a lot :)
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