ECON 251
Discussion Section

Week 2 Solutions

1. Review some important theoretical concepts
e Law of iterated expectations (LIE)

E(Y) = Ex(EY|X])

e Populations, parameters, samples, statistics... and their distributions!

Y~f(y;0) 0= (uy,o07) Y1, Y2, .0, Y} T(Y, .., Yy)

e Estimators (aka statistics) vs estimates

T(Yli""YN) T(}/p---;YN)

e Properties: finite sample (bias, variance, efficiency) vs “large” sample or
asymptotic (consistency, asymptotic variance)
T(Yy,...,Yy) is unbiased for 8 whenever E[T (Y, ...,Yy)] =6

T(Y;, ..., Yy) is consistent for 8 whenever plimT(Y;,...,Yy) = 6

N—oo

Note that plim is equivalent to the regular limits: Al/im Bias[T (Y3, ...,Yy)] =0

Al]im Var[T (Y3, ...,Yy)] =0

e Law of large numbers (LLN)
If {Y;, ..., Yy} is a random sample from population Y ~f (y; iy, o¢), then

plim Y = Uy

N—oo

> 1 . .
In other words, the mean of a random sample Y = NZ?’ZI Y; is always consistent

for the population mean uy = E[Y] of any random variable Y'!



e Central limit theorem (CLT)
If {Y},...,Yy} is a random sample from population Y~f(y; uy, 0) with finite

variance g < o, then the “standardized” random variable

has an asymptotic distribution that is standard normal: Z~N(0,1) as N — o.

e Regression as conditional expectation

—\ 2
2. Prove that the method of moments estimator 630 = % ’ivzl(Xi - X) is consistent for

population variance parameter g2 := E[(X — px)?] of random variable X~ f (1, 62).

N—oo N—oco N—oo

N
|1 , =2
ZRllm NZXL- -X |=

i=1

e 1 > —\2 1 - 5 - =2
plim 6;0m = pthZ(Xi —X) = pllmNZ(Xi —2XX+X)

= E[X?] — [plim)_( g E[X?] — E[X]?

N—-oo

= E[(X — pux)?] = o%

3. Let {X;,...,Xy} denote a random sample of size N from X~fy(uy,cZ). Consider the

following candidate estimators of the population mean:

ﬁ1:=f+% ﬁ2=09Y 'a3:=X1-;¢

Which estimators are unbiased for py? Which are consistent for py?

F1t = 5 7+ 2] = 5[5t ]+ 5[2] -

1 1
N

1

SEEL X+ 5

1 1_1 1_1 1 1 :
=;Z§V=1E[Xi]+;=; é\,=1ﬂx+ﬁ:;]vﬂx+;:ﬂx+;¢#x -> biased!

Elf;] = E[0.9-X] = 0.9-E[X] = 0.9 - uy # py -> biased!

. X1+X 1 1 :
Eljs] = E[ - N] :E'E[Xl + Xy1 :E(MX + uy) = Uy -> unbiased!



plimj; = pllm [X + ] = pllm[X] + pllm[ ] -> consistent!

N—-oo N—oo

plimji, = pllm[O 9 - X] =09- pllm[X] =09 uy # Uy -> not consistent!
N—-oo N—-oo

Since Var(i;) = O'X, we have hm O'X # 0 -> not consistent!

Let Y =pf,+ B1X +e denote a linear population regression function. Prove that
whenever Cov(X,e) = 0 we can write the values of {f,, 8} in terms of E(X), E(Y),
Var(Y), and Cov(X,Y). What is the economic meaning behind the assertation that the
value of the parameter Cov(X, e) must be = 0 in the population? (Bonus: if it fails, why

would an infinite sample, or the whole population, be useless for establishing causality?)

Cov(X,e) =0

Cov(X,Y — By —p1X) =0

Cov(X,Y) — Cov(X, By) — Cov(X,5:X) =0
Cov(X,Y) —0—B,Cov(X,X) =0
Cov(X,Y) — ByVar(X) =0

Cov(X,Y) E[XY] - E[X]E[Y]

T Var(X)  E[X?] - E[X]
SMOM ._ CO/‘i(X' ) _ poLs
! Var(X) !

E[Y] = E[Bo + f1X + €]
E[Y] = Bo + BLE[X] + E[e]
E[Y] =B+ BLE[X]+ 0

Bo = E[Y] - BLE[X]
= By'OM = E[Y] - pY'OM - E[X]
=V - BiIoNX = o



